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Abstract—Social media platforms are as popular as ever. Bil-
lions of users worldwide log in daily to one or more of them to
connect with friends, share their day-to-day experiences, keep
up with the news, and scout potential employers/employees.
News organizations, either directly or through the help of
citizen journalists, regularly cite posts and comments made
on social media for news stories. A subset of these stories
is focused on individuals responsible for radical, sometimes
violent actions. It is not uncommon for stories to appear
on news platforms after a citizen has committed a crime,
attempting to link their posts to their actions, in order to
ascertain how to best establish a baseline of radical behavior
online, and prevent violent extremism in the future. Things,
however, are not always as simple.

In this paper, we look into the previously ignored possibility
that the posts cited are not genuine, or that the profile linked
to an individual does not necessarily belong to them altogether.
We select 11 social media platforms, and show that by perform-
ing seemingly innocuous actions on them, we can craft a fake
narrative meant to disinform. We propose two distinct threat
models, each tied to a different type of adversarial behavior,
and measure the susceptibility of each social media platform
across 18 dimensions, through custom experiments mapping
on- and off-platform behavior to these threat models.

Through these experiments, we find that 10 out of the 11
social media platforms are susceptible to our threat models,
and that the majority of them (8/11) embed links in posts in
a way that allows attackers to change the final destinations
of these links, reframing posts and ultimately manufacturing
narratives.

1. INTRODUCTION

Since their inception, social media have been an integral
part of day-to-day life [20]. Billions of people depend on
them for keeping up with their family and acquaintances,
as well as for the latest developments in politics, sports,
and anything else they deem important. It is therefore no
surprise that news publishers also look at social media for
information to include in their stories.

Let us take a recent example: David DePape, a 42 year
old, attacked Paul Pelosi with a hammer in October 2022.
San Francisco police arrested him, and once the story was
made public, multiple news sources [3], [4], [17] attempted
to understand the motivation behind the attack and link his

actions to a political ideology. This led to various blog
posts being unearthed that linked DePape to various views,
from far-right conspiracy theories like Gamergate [13] and
Pizzagate [9], to fairies and the occult [18].

While it is entirely possible that an individual struggling
with mental health issues could come across a multitude of
fringe ideologies and become attached to them, we find that
there is yet another possibility: that of a manufactured nar-
rative. In this scenario, a third party, potentially politically
motivated, created a blog and multiple backdated blog posts
related to various far-right ideologies. Then, all they would
have to do is register a website in the name of the individual
that perpetrated the attack and leak that information to news
publishers. Suddenly, there is an online footprint going back
months or even years, of a website espousing extremist
views linking the perpetrator to fringe political ideologies.

To further highlight an online footprint’s temporal focus,
we note the following: when visiting DePape’s blog through
the Internet Archive, we notice a prompt put forth by the
Internet Archive: “Context about this archived resource can
be found here.” Following this prompt takes one to an AP
article [12] which refers to the claim that this narrative might
have been manufactured as follows: “THE FACTS: The
websites existed before the attack, and had entries dating
back years.” We therefore observe the importance placed on
the length of time the websites were up, as well as the age
of the posts. Our focus is to show how politically-motivated
actors can abuse these seemingly objective metrics.

Existing archiving technologies (such as the Internet
Archive) are highly unlikely to detect this kind of abuse,
since the frequency with which they crawl and index sites is
highly irregular and subject to “login walls.” On the research
front, we can view this issue as one of integrity (where
information is modified in “unauthorized” ways). There,
while there has been considerable activity measuring how
attackers abuse a lack of integrity to attack web users [31],
[35], [38], [40], [46], [51], [52], [58]–[60], [65], [67], this
activity has been in the context of traditional computer
security. That is, we know little about how a lack of integrity
on high-impact websites (like social media) can be abused
for misinformation and disinformation.

In this paper, we set out to understand the feasibil-
ity of these types of integrity abuses where attackers can
create seemingly backdated content to manufacture desired
narratives for real-world events. Since a self-hosted web
application provides infinite degrees of freedom to attackers



Figure 1: Our two main threat models. On (1), the information
on the user changes but the posts remain the same. On (2),
both the user information and the posts change.

regarding fake and backdated content, we focus our attention
on popular social media websites and their resistance to
these kinds of attacks. To this end, we create fake profiles on
popular social media websites and experiment with the avail-
able options and settings regarding post visibility, profile
pictures, and even usernames and handles. We review eleven
social media platforms across 18 dimensions that could be
abused to create online radicalized “puppet accounts.” We
present two different threat models and present our analysis
regarding the susceptibility of the evaluated social-media
platforms to our described attacks.

The primary contributions of this work are as follows:

• Threat model: We selected 11 social media plat-
forms, in which we created fake profiles and evalu-
ated them across 18 dimensions related to integrity
attacks. We define two threat models that allow
attackers to weaponize different aspects of each
platform for the creation of manufactured narratives.

• Social media crawler data: As part of our analysis,
we seek to understand how social media engages
with off-platform content and whether it can detect
changes to that content that are made after the fact.

2. MOTIVATION AND THREAT MODELS

News organizations depend on how quickly they can
report a story after it breaks. The first news organization
to report on a story tends to get its link shared more across
social media, and as a result of that gets the lion’s share of
clicks and ad revenue. There is therefore a financial incentive
for news organizations to react to a breaking story as fast as
possible. On top of this, news organizations rely on social-
media content to augment their stories, either discovering
it themselves or having citizen journalists share relevant
content with journalists. As a result, news organizations
commonly include social-media posts, comments, and per-
sonal blogs in their reporting.

Figure 2: An X/Twitter handle is part of the URL leading to
that account’s profile page.

In the context of this paper, attackers can abuse this
reliance on social media by attributing social-media profiles
and posts to specific individuals and sharing their “findings”
with news organizations. A far-left/far-right profile that can
be linked to an unfolding real-world event can immediately
color peoples’ perceptions, even if the information is even-
tually discovered to be inaccurate.

The considered adversaries can include individuals that
want to promote their own ideology by making the “other
side” seem more prone to extremism, as well as nation states
attempting to sow discord in a foreign country by pitting
different political groups against one another. We define two
possible attacks depending on the controls that social media
platforms give to their users (visualized in Figure 1).

2.1. Changing the identity of a radicalized account

In our first threat model, attackers can create fake pro-
files that are already radicalized, i.e., they regularly post ex-
plicit far-left/far-right content. Whenever a real-world event
unfolds which the attacker wants to use, they can merely
change the identity of the existing account to the identity
of a real-world person. Depending on what a social-media
platform allows, this change could involve changing one’s
name, their profile picture, and potentially the visibility of
some extreme older posts that could have led to a fake
account’s premature deletion. Prior work has shown that
some social media even allow users to change their account
names [43] which typically appear in the URLs of social-
media platforms (such as IEEE S&P’s X account shown
in Figure 2) further increasing the believability of this
fake account and defeating any history-based forensics (e.g.
attempting to use archive sites [6], [15] to establish what a
given profile used to link to).

2.2. Changing the content of a previously innocu-
ous account

In this second threat model, attackers can not only
change the identity associated with an account (Threat
model #1) but can also change the content of existing posts.
This could include the editing of existing posts (from benign
posts to radicalized ones), the backdating of new extreme
content, and even the deletion of content that previously
balanced the account (e.g. deleting just the far-right posts
from an account, swinging the resulting profile to far-left).



Moreover, in this threat model, attackers may be able to
make off-platform changes with on-platform side effects.
For example, attackers could link to innocuous articles via a
link shortening service and then switch the destination of the
short links, without ever modifying the on-platform posts.
This would result not just in different destinations when the
links are clicked but potentially to new link previews [61]
in the fake user’s profile.

3. METHODOLOGY

In this section, we describe the methodology we fol-
lowed to assess how vulnerable social media websites are,
against our presented threat models.

3.1. Social Media Platform Selection

Before we perform any integrity-related experiments,
we must first compile the set of social media platforms
to evaluate. Our goal here is to include some of the most
popular social media platforms that billions of people use on
a day-to-day basis. For our analysis, we selected 11 distinct
social media platforms. We selected these platforms not
just based on their popularity, but also their characteristics.
Specifically, we aimed for a variety of ways for users to
interact with one another (e.g. via video posts, text and
images) as well as their deployment models (e.g. centralized
vs. decentralized). We included all the “household” names
in social platforms (Facebook, Twitter/X, LinkedIn etc.) and
further augmented that list with the ones that could have
been used in prior real-world incidents (such as DePape
hosting a blog on wordpress.com)

Next, we created two accounts on each social media
platform. Since most social media platforms are effectively
“black boxes” with proprietary code and logic, we do not
know the exact set of criteria that could be used to flag our
accounts as fake. We therefore took reasonable precautions
and created realistic accounts that would avoid many poten-
tial such “checks”. First, we selected profile pictures from
a website that creates realistic, computer-generated images
of people who do not actually exist [21]. We then created a
persona to fit that image using a fake name generator [11]
which gives us a randomly generated name, birthday and
occupation. We also registered a phone number for each
“person” to use for signing up to the various social media
platforms and further minimize the risk of being flagged as
a “suspicious” account. We also “aged” our accounts before
we began our experimenting. As mentioned, it is impossible
for us to know what each platform might consider as “too
young” regarding account age, so we made the decision of
starting our experiments one month after the accounts were
created in the manner described above, to minimize such
risks.

Finally, we performed a set of experiments to gauge the
degrees of freedom the platform allowed us to operate under,
such as editing/deleting posts, sharing posts and backdating,
editing user information.

Figure 3: Diagram of our redirect infrastructure. A URL
is posted to various social media platforms pointing to our
website. Then, our website redirects the traffic to a benign
website. After a period of time, we instruct our website to
start redirecting traffic to an extremist website instead.

Ethical considerations. We took a number of precautions
to ensure that our experiments were conducted ethically and
did not have any negative effects, neither on the platforms
themselves, nor on other users on these platforms. First,
by limiting our fake accounts to just 2 per platform, we
ensured that we did not place any undue strain on platforms
that already have millions (if not billions) of user accounts.
We did not attempt to connect with any real users on these
platforms and we never posted any malicious content that
could negatively affect other users or the platform itself. We
also decided against posting extreme content on the studied
platforms directly, in order to minimize potential damage in
case someone randomly stumbled across our posts. We note
that extreme content is not required for these attacks, as
a concentration of moderately right or left leaning content
would likely be sufficient in the context of politicizing a
real-world event.

3.2. URL redirection

In addition to the experiments we performed on the
social media platforms, we also registered a website that we
had control over, and posted links pointing to that website
on the evaluated social-media platforms. The server hosting
our website acted like a URL redirection/URL shortening
service (such as bit.ly) redirecting incoming HTTP re-
quests to other websites. Our links initially pointed to benign
Wikipedia articles and, as part of our experiments, eventu-
ally pointed to politically-fringe websites namely 4chan [1]
and wsws [23]. This experiment aimed to simulate an at-
tacker who can change off-platform content (the final des-
tination site) and have a social-media platform reflect those
changes without any new on-platform activity. Figure 3
shows the operation of our redirection infrastructure.

4. ANALYSIS

In this section we break down the experiments we per-
formed regarding the possibility to manufacture after-the-
fact narratives on the evaluated social-media platforms. Next
to presenting individual results, we also provide examples
of how features of each platform can be combined to per-



form attacks that follow the two threat models presented in
Section 3.

4.1. Experiments and threat model

Table 1 shows the experiments that we performed against
the evaluated social-media platforms that essentially consti-
tute 18 different dimensions that attackers could weaponize
in the context of integrity abuse. We are mostly interested in
manipulating individual posts (e.g. changing a post’s text),
as well as changing the profile itself (e.g. via the changing
of the account’s username).

We can observe that parts of our threat models do not
apply to some social media platforms. Specifically, social
media websites that focus on multimedia as a primary way
of making posts (such as Vimeo and TikTok) do not allow
the editing of existing posts. Users could only simulate
edits by deleting a post and making a new one. Similarly,
to “share” a post in a number of platforms, one would
have to manually copy the URL of that post, as opposed
to embedding the post they are referring to (available on
Facebook and X/Twitter). We therefore cannot evaluate the
effect of modifying embedded posts on these platforms.

It is important to note that the majority of our tests
should not be interpreted through a pass/fail lens. Allowing
users to, for example, change their usernames does not in-
and-of-itself constitute a weakness of the platform. It is only
through the combination of some of these features with a
lack of transparency that they become problematic allowing
adversaries to weaponize them.

At the same time, there are some experiments that can
be failed. For instance, there should be no reason for an
account’s creation date to be manipulated - something that
indeed none of the platforms that we studied allows for.
Similarly, when a post has been edited, there should be
some way for an observer to see this. Furthermore, some
combinations of experiments can constitute problematic be-
havior, for instance if one can backdate a post and there is
no indication that this backdating occurred.

Having taken the above into account, through our ex-
periments we can conclude that the platform that can be
most abused by an adversary is Wordpress (the non-self-
hosted blogging platform), as it allows users to manipulate
their posts (i.e. via backdating and editing) without giving
any indication that this occurred. Another platform that can
be susceptible to adversaries is Facebook, as some of the
visual cues that should be in focus when one edits a post,
for instance, are hidden behind sub-menus. Contrastingly, a
platform like Mastodon that gives users freedom to perform
various actions like edits, also ensures that this information
is prominently visible to other users by adding a timestamp
for the last time an edit was performed. When clicking on
that timestamp, a user can see the entire history of edits,
along with the latest version of a post.

Overall, across all 11 platforms tested, 100% of them
allow users to change their profile picture, while 91% (10 out
of 11) of them allow users to change their username. As this
combination is the basis of threat model (1), this means that

virtually all social media profiles are vulnerable to attacks
of this type. That is, attackers can construct profiles with
evident political biases that are “keyed” to arbitrary names
and, when a real-world event unfolds, merely change the
name and profile picture of one of these profiles. Journalists
who are scouring social media for posts will then discover
these profiles, and include their findings in the resulting arti-
cles, thereby implicitly adopting the narrative that attackers
manufactured.

Similarly, 72% (8 out of 11) of all platforms allow users
to edit their posts, with the exceptions all being platforms
that focus on media-based posts, like images or videos. Of
these 8 platforms, 6 indicate directly that the post has been
edited, 1 has this information hidden under a sub-menu and
1 does not report on it at all. Considering this is the basis
of threat model (2), these 2 platforms are susceptible to it,
with one being completely susceptible, while the other only
partially.

Some platforms attempt to strike a balance between
giving users the ability to modify posts without allowing
adversaries to abuse that feature, via a temporary-editing
feature. This effectively defeats the threat actors operating
under group (2) of our threat model.

Below we present some examples of interesting be-
haviors, cross-referencing them against our threat models.
As mentioned earlier, most platforms allow an adversary
to casually change their username and profile picture. In
many cases, it is also further possible to change a profile
“handle”, adding an extra layer of deception for the attacker.
Specifically, it would nullify the effects of web archiving
services, as a new “handle” would usually also mean a
new profile URL for that account, such as in the case of
X/Twitter. This effect is boosted when considering the ease
with which someone can become “verified” in platforms
such as X/Twitter [2], since some users may be perceiv-
ing verified accounts to be more official than non-verified
ones [63].

Next, we revisit our introductory example regarding the
perpetrator of the October 2022 attack. One of the websites
DePape was using in our example is a Wordpress site, hosted
on the wordpress.com domain. Since Wordpress allows
someone to backdate posts (even earlier than the creation
date of the website), all of the posts on that website could
have been made at any point up to the moment the website
was discovered by a news organization. We therefore see
that the claim made in the AP news article [12] cited by the
Internet Archive, i.e. that the “age” of the posts implies this
profile was active for a long time, is not necessarily valid. In
this specific case, considering the website first appeared on
archive services as the news about it broke [5], the only way
for the public to retrieve information regarding the website’s
creation would be through DNS records.

Another interesting observation revolves around the de-
cision to show original vs. last-edited timestamps under
posts. When coupled with a lack of other visual cues in-
dicating an edited posted, users will not be able to discern
an original post from one that has been edited. In the case of
Facebook, while it is technically possible to discover when



TABLE 1: Table of the experiments performed on each social media platform. If the experiment is possible, denoted with a ✓, or ✗ if
not. In the case the experiment does not apply for that social media platform, marked with N/A.

Experiment Facebook Twitter/X Mastodon Reddit Vimeo InstagramTikTok Youtube Linkedin
Wordpress

.com Disqus

Delete post ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Share of post also deleted ✗1 ✗1 ✓ ✗1 ✓ N/A N/A N/A N/A N/A N/A
Edit post text ✓ ✓2 ✓ ✓ ✗ ✗3 ✗ ✓ ✓ ✓ ✓2

Edit post media ✓ ✓ ✓ ✓ ✗ ✗ N/A N/A ✗3 ✓ ✗
Visual indication of edit ✗ ✓ ✓ ✓ N/A N/A N/A ✓ ✓ ✗ ✓
Timestamp of edit or original Original Edit Both Original N/A N/A N/A Original Original N/A Original
Original post available on edit ✓4 ✓ ✓ ✗ N/A N/A N/A ✗ ✗ ✗ ✗
If shared, go to original post ✓ ✓ ✓ ✓ ✓ N/A N/A ✓ ✓ ✓ ✓
If shared, updated on edit ✓ ✓ ✓ ✓ N/A N/A N/A N/A ✓ N/A N/A
If shared, indication of edit ✗ ✓ ✓ ✗ N/A N/A N/A N/A ✓ N/A N/A
If shared, timestamp of edit ✗ ✓ ✓ ✗ N/A N/A N/A N/A ✓ N/A N/A
Edit username ✓ ✓ ✓ ✗ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Edit handle ✗ ✓ ✗ ✗ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Edit profile picture ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓5 ✓
Edit account creation date ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗
Schedule posts ✓ ✓ ✓5 ✓5 ✓ ✓5 ✓5 ✓ ✓ ✓ ✗
Backdate posts ✓6 ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✗ ✓ ✗
URL redirect cache updated ✗ N/A N/A ✓ N/A N/A N/A N/A ✗ N/A N/A

Figure 4: Facebook link takedown.

the post has been edited as well as the original post itself,
this option is hidden inside a sub-menu and is not intuitive
to a casual observer.

4.2. Cached redirects

A category that warrants its own discussion is that of
URL redirects. There have been a number of research papers
investigating URL shorteners over the years [26], [42], [50]
and they all reach the same conclusion; URL shortening and
redirections are often used maliciously in various security
contexts, such as for spreading malware.

In this paper, we find that they are also a potential
threat vector in the context of integrity, when crafting
fake narratives. As described earlier, under a “traditional”
content-editing scenario, an adversary would need to directly
edit or somehow manipulate a post on their social media
profile to reframe its content and/or context. When coupled
with transparency regarding editing posts and other similar
actions (such as changes in visibility) performed on a post,
the plans of an adversary could potentially be interrupted.

1. The “shared” post remains, however the post being shared shows up
as “deleted” or “removed”.

2. Only during a period of time from the original post
3. Can only edit alt text/caption
4. Yes, but option is visually hidden behind menu
5. Yes, but through third-party service
6. Yes, but also indicates that the post has been backdated

However, when the adversary has control over a website
they can use to forward traffic to other sides, they need
only post the URL to that website and at some point
“switch” the redirect from pointing to a benign website,
to pointing to an extremist one. In our case, we set the
“switch” point to be one week after the link has been posted.
On top of this, the adversary’s “intermediate” website does
not contain any extremist content itself, therefore avoiding
being flagged by the crawler of the social media website
it is posted on. This does not apply to all the platforms
we tested, as some platforms are intuitively less suited to
sharing URLs. Such an example is TikTok, which is built
around sharing short videos, or Instagram, which focuses on
image sharing. Furthermore, some platforms like disqus that
are more decentralized may disallow any links that appear
suspicious, at the discretion of the community moderator(s).

An issue that complicates our evaluation of the described
off-platform content switching is that of the different content
policies of closed-source social-media platforms and how
exactly a given platform decides to remove a posted link.
While most platforms have public content policies [10],
[14], [16], [19], [22], [24], [25], it is difficult to know what
exactly would trigger a social media platform to “flag” or
remove an account or post. For instance, when we shared
the aforementioned URL via Facebook, it was initially
posted properly. After a period of time however, before we
“activated” the redirect to point to an extremist website,
Facebook removed the post, as shown in Figure 4. This
indicates that Facebook was concerned about the quality
of the outgoing link itself, as opposed to detecting that an
off-platform, content switch happened. It is reasonable to
assume that some of the considered adversaries (such as in
the case of nation states) will have enough time, budget, and
sophistication to methodically build up profiles and external
links in ways that they are not flagged as suspicious by the
automated systems used by these platforms. This can include



Figure 5: LinkedIn URL redirection. In this case, we have
already performed the “switch” on our website, and this
URL when clicked now points to an extremist website, how-
ever LinkedIn is unaware of this and embeds a preview of
Wikipedia.

purchasing domain names that recently expired [41], [46],
[48] (as opposed to registering new ones), purchasing back-
links to these domains to elevate PageRank-like metrics [64],
deploying realistic and professional-looking content on the
dummy websites, as well as distancing the registration date
of the website with the first time that it used in a link on
the platform.

With that issue into consideration, we present our find-
ings regarding URL redirecting. Most websites allow users
to post URLs in either the form of a post, or as a comment.
Some websites even go as far as to show a preview of the
webpage the URL points to (in our case, it would initially be
the “benign” website our URL redirects to). Through testing,
we identified that in one of our other profiles, Facebook did
not delete the link and the post-switch preview remains the
same. Similarly, LinkedIn did not update the embed after
the link was switched, meaning that even after making the
“switch”, Facebook and LinkedIn still advertise that the post
URL points to the “benign” website. An example of what
this looks like can be seen on Figure 5.

Out of 11 platforms tested, 3 of them had URL previews.
This effectively means that 72% of the platforms tested did
not include any kind of automatically-extracted metadata,
allowing attackers to surreptitiously change the destination
of their links. Combined with sufficiently vague posts (e.g.
“Check this out”) we argue that these switched URLs could
be clearly weaponized to manufacture after-the-fact political
narratives and associate them with a targeted individual. Of
the 3 platforms that did include the metadata, 2 retained the
stale metadata after the “switch” was made to the extremist
website, giving a preview of the original innocuous website.

To understand whether the evaluated platforms visited
our off-platform website after our links were first posted, we
analyzed the web-server logs on our hosts. We used unique

links for each evaluated site in order to connect log entries to
site crawlers, and also filtered out any requests that did not
carry special HTTP parameters (such as a site-related user-
agent), thereby removing all background bot and crawler
activity from our analysis. TikTok was excluded from this
analysis since links are only available in business accounts
with sufficiently large sets of followers.

From the remaining social media platforms, we only ob-
served re-crawls from Reddit and Disqus. Reddit performed
a re-crawl after a period of approximately two weeks, which
also refreshed the on-platform preview to correctly also
point to the new site we made the “switch” to. As there
was no traffic other than that stemming from the bot at
that time, this re-crawl was not caused by a user or bot
interacting with the post. Disqus does not appear to have
its own web bots checking URLs posted through it, but we
did get some traffic on its URL a day after we posted it.
Based on the observed user-agent and timing, we attribute
that visit to a community moderator who was evaluating our
pre-switch URL (redirecting to Wikipedia) before flagging
our post as spam. The rest of the social media platforms did
not re-crawl our website after their initial visit.

5. DISCUSSION AND LIMITATIONS

In this section we discuss our findings and describe
possible steps that can be taken by social media websites in
order to combat dis/misinformation in the future. We also
discuss the limitations of our experiments, and how they can
be addressed in future work.

5.1. Defending against disinformation

The common thread between all these social media
websites is that they are all susceptible to disinformation
campaigns. Considering the ever-decreasing attention span
of the average observer, it is important that social media
platforms combat these worrying trends.

Visual cues. As shown by our threat model, an important
way of dealing with the novel types of disinformation that
we described in this paper is to visually show the user
the changes made to a post, a claim supported by relevant
literature [30], [66], [68]. For instance, if a post has been
edited, other users should be able to straightforwardly dis-
cover that it was edited, the timing of the edit, and what
the original content was. In this sense, we appreciated the
intuitive UI of Mastodon, that gives a user both an original
post timestamp, as well as an “edit” timestamp. Clicking on
the “edit” timestamp, allows the observer to look at a history
of edits, as shown on Figure 7. Furthermore, clicking on any
of the “edit” timestamps on the drop-down, shows the corre-
sponding post at that point in time to an observer. Platforms
can make additional decisions regarding eventually expiring
the original content (e.g. keep the original version of a post
for one month, before deleting it) to strike a balance between
transparency and storage demands on their infrastructure.



Figure 6: Mockup of how a community-notes-like mechanism
could alert users of important profile changes in the context
of the integrity attacks described in this paper.

Information on profile changes. Perhaps the most im-
portant way of stopping these potential attacks, at least in
centralized social media, is by sharing information regarding
when a profile has last been altered, i.e. through a username
change. Social media platforms already collect this type of
information, so making both the original as well as the new
version available should be straightforward to implement.
Using prominent visual indicators of these types of changes
could protect journalists and other users from attackers who
modify profile names in order to capitalize on real-world
events.

At the same time, we realize that some individuals may
want to disassociate from names and profile names that they
once used on any given platform. As with our suggestion
regarding post edits, this can be tackled by making both the
new and the old profile information temporarily available,
ensuring that the profile-change mechanism is not abused
by attackers yet eventually allowing the platform to “for-
get” a user’s old account names. Alternatively, social-media
companies could merely have an indicator showing that a
critical piece of profile information has changed, yet only
release that information to trusted governmental and non-
governmental bodies.

Community input. Another way to battle disinformation
is to draw from a social-media platform’s community.
X/Twitter has taken some steps towards this via the “Com-
munity Notes” mechanism [7], providing a framework that
other platforms can follow. The high-level idea is straight-
forward and tangent to our previous point regarding open
sourcing parts of a platform’s logic; by allowing users to
write and vote on notes adding context to post, attempts to
misinform or disinform by editing posts, or manipulating a
profile, can be exposed by the community members them-
selves. Figure 6 shows a mockup of how such a notice could
be shown to users of these platforms. Taking into account
the different potential biases of community contributors as
well as how they interact and rate prior notes, the pitfalls
of biased individuals adding notes can be minimized.

5.2. Pre-existing accounts

It bears noting that a given user might have pre-existing
social media accounts. In that case, the argument could be
made that our threat models would not be as effective, as

Figure 7: Mastodon shows both the “original” as well as “edit”
timestamp on a post. Clicking on the “edit” timestamp shows
the history of edits.

that user’s profile would “shield” them from any potential
manipulation from a malicious actor’s part. We argue, how-
ever, firstly that it is extremely unlikely for someone to be
on every social media platform, especially so when self-
hosted blogs can be created with very small amounts of
effort. Second, even if someone has innocuous posts on
their real accounts, a secondary account can be crafted and
planted with convenient ties to the real account, waiting to
be discovered at the right time. In that case, we consider it
a certainty that the secondary account, being more “caustic”
and headline-worthy, would be considered a reflection of the
person’s “real” thoughts and ideology.

5.3. Limitations

In the undertaking of this research effort, we faced a
number of obstacles which we discuss below:

Black box nature of studied platforms. The main difficulty
we faced had to do with getting around the seemingly arbi-
trary rules of each social media platform. As mentioned in
Section 4.2, for instance, Facebook removed a post we made
containing a URL to a website we controlled, which then in
turn pointed to Wikipedia. Facebook cited its content policy
for the removal, but — to the best of our understanding
— we had not violated any specific clause of that policy.
The removal could be related to our unranked, recently
registered domain which could have been deemed suspicious
to the automated systems that Facebook operates. As such,
particularly for the off-platform dimension of this work,
different social-media companies must evaluate (using their
in-house tools and knowledge of deployed systems) how our
described integrity attacks interact with their existing anti-
spam systems and whether these systems would be able to
automatically capture them.

Account and website age. Another aspect that we con-
sidered was the age of all the social media accounts we
created for the experiments described in this paper. Namely,
soon after creating these accounts, we start experimenting



with different settings and posting content with off-platform
links. It is therefore highly possible that the young age
of our accounts was an additional signal that made our
behavior suspicious to the existing anti-spam mechanisms
that these platforms operatore. As such, we consider entirely
reasonable that our uncovered set of issues are lower bounds
of the true set of issues given the additional features and
degrees of freedom given to more seasoned accounts. An in-
teresting future direction would therefore involve evaluating
the same attacks using older accounts as well as established
off-platform websites.

Language barrier. Our focus was on social media plat-
forms available primarily for English-speaking audiences.
We therefore recognize that there may be a bias in our results
that would only be uncovered when additional regional
social networks and platforms are included. Of particular
interest could be comparisons such as the one between Tik-
Tok and Douyin [8], its Chinese counterpart, for differences
in policy and dealing with disinformation.

6. RELATED WORK

In the era of social media, false information, or fake
news are prevalent more than ever before, with far-reaching
implications [27], [39], [54], [55]. For this purpose, various
researchers have made forays in detecting fake news, using
a number of approaches such as deep learning [36], [47], or
through investigating linguistic features [34], [44]. Singhal
et al. [57] developed two frameworks to detect inaccurate
phishing claims on Twitter and misinformation on social
media platforms in general. The first framework gave them
the ability to label 9% of URLs and 22% of tweets about
phishing websites as misinformation. The second framework
used supervised classifiers to identify posts discussing the
security and privacy of Zoom, and was able to detect 3% to
18% of all posts about the subject, depending on the social
media platform, were meant to disinform. Such studies give
an added layer to existing misinformation, showing that it
is not necessarily limited to the news or health issues, but
can also be applied to subjects like technology.

There has also been extensive work in detecting fake
users in social media [33], [45], [56], as well as the ef-
fects of fake news and misinformation on end users [28],
[29]. Moravec et al’s study on whether social media users
could detect fake news online concluded that users’ beliefs
remained unshaken regardless of potential false news flags
being present [49]. In short, users were more likely to be-
lieve news headlines that align with their political opinions
and feed their confirmation bias, while those that challenge
their opinions are ignored or less likely to be believed.

Guo et al. [32] looked at the subject of post-publication
edits to news article titles, by collecting a dataset of over
400K articles and measuring the changes in the titles.
Through this process, they are able to showcase the risks
posed by news publishers inadvertently creating fake nar-
ratives themselves. They also studied social media (namely
Twitter) influence over a period of time after the publication

of a story, finding that stories achieve maximum propagation
in the first few hours, thereby allowing news publishers to
use a “clickbait” title on an article to get more traffic, before
later changing it silently to a more factual one.

Tsoukaladelis et al. [62] expanded on this work by ana-
lyzing changes made in the article bodies as well, including
changes in sentiment and meaning introduced by the edits
to the content. They also studied the prevalence of “silent”
changes to news articles, showcasing the need for informing
users of any changes made.

Tangent to our research is the work done by Nikiforakis
et al. [50] focusing on third-party link shortening services
exposing users to unexpected threats, including malware and
the exfiltration of private data. They also make the argument
against “linkrot”, i.e. when users share a shortened URL on a
website they do not control, they unconsciously trust these
URLs will work in the future as well, not expecting the
shortening service to cease to be operational for instance,
thereby causing the links to “rot”. We expand on this reason-
ing in our own work, by expecting a URL shortening service
could be controlled by an adversary altogether, or worse,
that an adversary registers an expired domain belonging to
a prior URL shortening service, and then having full control
over the destinations of shortened URLs that were once
legitimate.

Khaldarova et al. [37] discusses the role fake news
played in the months leading up to, as well as the aftermath
of, the annexation of Crimea by the Russian Federation
in 2014. They focus on alleged fake news stories planted
on Channel One, a Russian TV station, finding that an
overwhelming majority of users on Twitter distrusted these
stories, thereby making the case for community reviews of
dubious stories. They further discuss the potential destruc-
tive force disinformation and fake news narratives can have
over the real world, in the form of information warfare. A
“real” entity such as Channel One can be argued to have
been overtaken by an adversary, in this case the Russian
government, seeking to leverage the residual trust that the
Russian people have in its institution to spread disinforma-
tion.

Looking now at an example of the impact that a “fake”
entity can have, Shao et al. [53] focus on misinformation
campaigns ran by fake users, such as bots. They analyze
14 million messages spreading 400 thousand claims on
Twitter during and following the 2016 U.S. presidential
election, published by websites that routinely publish false
or misleading news. Through their analysis, they found that
the accounts that are the most active at sharing fake news
have a statistically significant (p < 10−4) difference in
score from that of randomly selected users that also post
at least one link to one such claim. The case is therefore
made that the accounts that spread disinformation on social
media platforms the most, are fake. In this case, an adversary
can use the sheer volume of “fake”, bot accounts to spread
disinformation by making various subjects “trending”. It is a
different model compared to the one studied by Khaldarova
et al, but both can be lucrative to an adversary depending
on their goals and resources.



7. CONCLUSION

Social-media platforms remain as popular as ever, with
new platforms regularly surfacing that tackle the perceived
shortcomings of existing ones. Next to staying in touch with
friends and family, these platforms are increasingly used to
propagate breaking news, stay informed on different topics
of interest, interact with like-minded individuals, and even
investigate people in the context of hiring decisions. News
organizations are also increasingly relying on social media
when writing their articles, to find content that they can
attribute to specific individuals. This is particularly true in
the case of breaking events involving perpetrators, where
(citizen) journalists search for posts and clues in social-
media platforms to understand the character of specific
people and find the motivation behind their actions.

In this paper we draw attention to the lack of content
integrity in social-media platforms and how this can po-
tentially be abused by attackers to manufacture narratives.
Specifically, we show that almost all platforms allow their
users to perform seemingly innocuous actions, like change
their profile names, profile pictures, and edit their posts.
Yet, in the context of disinformation, these actions can be
abused by attackers to create fake accounts and link them
— after the fact — to individuals involved in real-world
events. In this way, attackers can trick journalists (and by
extension their readers) in interpreting an event using a
specific lens, such as, portraying the perpetrator of a crime
as left wing or right wing. To this end, we analyze 11 social-
media platforms across 18 dimensions, noting not just the
on-platform features that attackers can abuse but how each
platform interacts with off-platform changes (such as the
URLs of existing posts suddenly redirecting to different
destinations). We found that nearly all platforms allow users
to change their profile names and pictures, giving them
varying degrees of freedom regarding the editing of posts
and how prominent they make the fact that a post was
edited. Regarding off-platform changes and their effects on
on-platform content we find that 72% of platforms do not
include previews for externally-linked content and rarely
(if ever) revisit the posted links, thereby allowing attackers
to switch the final destinations of URLs and completely
overhaul the perceived bias of an account.

Recognizing the possible abuses of these platform mech-
anisms, we propose sensible steps for platforms, from
prominently surfacing the original pre-edit information, to
allowing community-notes-style notes to all content on their
platform. We hope that this study will encourage not just
additional research in the space of artificial/manufactured
narratives but that it will be used by the platforms them-
selves to decide on the best tradeoff between features that
give to their users, and the integrity of online content.
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